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Abstract

Precipitation variability modulates the terrestrial carbon cycle in Scandinavia
Ella Ek

Climate variability and the carbon cycle (C-cycle) are tied together in complex feed-
back loops and due to these complexities there are still knowledge-gaps of this coupling.
However, to make accurate predictions of future climate, profound understanding of the
C-cycle and climate variability is essential. To gain more knowledge of climate variabil-
ity, the study aims to identify recurring spatial patterns of the variability of precipitation
anomalies over Scandinavia during spring and summer respectively between 1981 to 2014.
These patterns will be related to the C-cycle through changes in summer vegetation green-
ness, measured as normalized difference vegetation index (NDVI). Finally, the correlation
between the patterns of precipitation variability in summer and the teleconnection pat-
terns over the North Atlantic will be investigated.

The precipitation data was obtained from ERAS from the European Centre for Medium-
Range Weather Forecasts and the patterns of variability were found through empirical
orthogonal function (EOF) analysis. The first three EOFs of the spring and the summer
precipitation anomalies together explained 73.5 % and 65.5 % of the variance respectively.
The patterns of precipitation variability bore apparent similarities when comparing the
spring and summer patterns and the Scandes were identified to be important for the
precipitation variability in Scandinavia during both seasons.

Anomalous events of the spring EOFs indicated that spring precipitation variability
had little impact on anomalies of summer NDVI. Contradictory, summer precipitation
variability seemed to impact anomalies of summer NDVT in central- and northeastern
Scandinavia, thus indicating that summer precipitation variability modulates some of
the terrestrial C-cycle in these regions. Correlations were found between a large part
of the summer precipitation variability and the Summer North Atlantic Oscillation and
the East Atlantic pattern. Hence, there is a possibility these teleconnections have some
impact, through the summer precipitation variability, on the terrestrial C-cycle.

Keywords: Terrestrial carbon cycle, NDVI, Precipitation variability, EOF analysis,
Scandinavia.
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Referat

Variation i nederbord styr den terrestra kolcyckeln i Skandinavien
Ella Ek

Forandringar och variation i klimatet ar sammankopplade med kolcykeln genom komplexa
aterkopplingsmekanismer. Pa grund av denna komplexitet &r kunskapen om kopplingen
mellan klimatvariation och kolcykeln fortfarande bristande, men for att mojliggora pre-
cisa prognoser om framtida klimat ar det viktigt att ha kunskap om denna koppling.
For att fa mer kunskap om klimatvariation syftar darfor denna studie till att identifiera
aterkommande strukturer av nederbordsvariation 6ver Skandinavien under var respek-
tive sommar fran 1981 till 2014. Dessa relateras till forandringar i sommarvéxtlighetens
gronhet, uppmétt som skillnaden i normaliserat vegetationsindex (NDVI). Aven korrela-
tionen mellan sommarstrukturerna av nederbordsvariationen och storskaliga atmosfariska
svangningar, s.k. "teleconnections”, 6ver Nordatlanten undersoks.

Nederbordsdatan erholls fran ERAB analysdata fran Europacentret for Medellanga Vader-
prognoser och strukturer av nederbordsvariationen identifierades genom empirisk ortog-
onal funktionsanalys (EOF) av nederbordsavvikelser. De tre forsta EOF av var- respek-
tive sommarnederbordsavvikelser forklarade tillsammans 73,5 % respektive 65,5 % av
nederbordsvariationen. Strukturerna av nederbordsvariation under var respektive som-
mar uppvisade tydliga likheter sinsemellan. Dessutom identifierades Skanderna vara av
stor vikt for nederbordsvariationen i Skandinavien under bada arstider.

Avvikande ar av nederbordsvariation under varen indikerade att sagda nederbordsvari-
ation haft liten paverkan pa NDVI-avvikelser under sommaren. Emellertid verkade
nederbordsvariationen under sommaren paverkat NDVI-avvikelser under sommaren i cen-
trala och nordostra Skandinavien. Detta indikerar att nederbordsvariationen under som-
maren till viss del styr den terrestra kolcykeln i dessa regioner. For nederbordsvariationen
under sommaren fanns korrelation mellan bade Nordatlantiska sommaroscillationen och
Ostatlantiska svéngningen. Det finns saledes en mojlighet att dessa ”teleconnections”
har en viss paverkan pa den terrestra kolcykeln genom nederbordsvariationen under som-
maren.

Nyckelord: Terrestra kolcykeln, NDVI, Nederbordsvariation, EOF analys, Skandinavien.

Institutionen for geovetenskaper, Luft-, vatten- och landskapslira, Uppsala Universitet,
Villavagen 16, 75236 Uppsala, Sweden.
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Popularvetenskaplig sammanfattning

Kol &r ett grundamne som finns 6verallt pa jorden och som flodar mellan atmosfar, hav,
land, berggrund samt vaxt- och djurliv. Flodet mellan dessa delar brukar kallas for kol-
cykeln, och om det sker en férdndring i nagon del av kolcykeln kommer alla andra delar
ocksa att paverkas. I forlangningen kommer detta dven att ha inverkan pa vart klimat.
Samtidigt kan ocksa variationer i klimatet paverka kolcykeln. Samverkan mellan kol-
cykeln och variationer i klimatet ar alltsa mycket komplicerad och det finns fortfarande
stora kunskapsluckor som behover fyllas om hur denna samverkan gar till for att kunna
gora mer noggranna forutsagelser om jordens framtida klimat. Detta galler speciellt
eftersom jorden oftare kommer utséittas for mer extrema véderforhallanden i takt med
att den varms upp. Sadana extrema véaderforhallanden kan exempelvis innebéra ovanlig
torka eller ovanligt kraftig nederbord, vilket paverkar vegetationen och déarigenom aven
kolcykeln.

I denna studie undersoks om det finns aterkommande monster for variabiliteten av
nederbordsavvikelser under var och sommar i Skandinavien mellan aren 1981 till 2014.
Detta kopplas till kolcykeln genom att undersoka om nederbordsavvikelser paverkat avvikelser
i sommarvegetationen i Skandinavien under samma period. Dessutom undersoks om det
finns en koppling mellan de aterkommande moénstren av nederbordsavvikelser och varia-
tion i klimatet 6ver Nordatlanten, som beskrivs av storskaliga atmosfariska monster.

Med hjalp av satelliter kan aktiviteten av vegetation matas, vilket ger en uppskattning av
vaxtlighetens del av kolcykeln. Avvikelser i vixtlighetens kolcykel uppskattades déarfor
genom att berakna avvikelser av sommarvegetationens aktivitet.

Under saval var som sommar identifierades tre stycken framtradande och aterkommande
monster for variabiliteten av nederbordsavvikelser. De tre monster som framtradde for
varen forklarade tillsammans 73,5 % av variabiliteten. Under sommaren forklarade de
tre framtradande monstren tillsammans 65,5 % av variabiliteten. De tre framtradande
monstren hade liknande utseende under varen som under sommaren. Det var dven tydligt
att den Skandinaviska fjallkedjan var viktig for variabiliteten av nederbordsavvikelser un-
der bade var och sommar eftersom fjéllkedjan framtriadde tydligt i monstren.

Vegetationsaktiviteten undersoktes sedan under vissa utvalda ar av extrem variabilitet
av nederbordsavvikelser. Fran detta drogs slutsatsen att nederbordsavvikelser under
varen inte haft sa stor inverkan pa aktiviteten av sommarvegetationen. Daremot verkade
nederbordsavvikelser under sommaren haft viss inverkan pa aktiviteten av sommarveg-
etationen i centrala och nordostra Skandinavien. Detta tyder alltsa pa att nederbord-
savvikelser under sommaren till viss del a&ven har paverkat véxtlighetens kolcykel under
sommaren.

Slutligen identifierades &dven en koppling mellan en stor del av nederbordsavvikelser under
sommaren och tva av de storskaliga atmosfariska monstren, namligen den Nordatlantiska
Sommaroscillationen och den Ostatlantiska svingningen. Detta innebér att nederbord-
savvikelser under sommaren till viss del har styrts av dessa tva storskaliga atmosfériska
monster. Detta i sin tur indikerar att dessa storskaliga atmosfariska monster aven styr
vaxtlighetens kolcykel i centrala och nordostra Skandinavien.
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1 Abbreviations

e AL: Atlantic Low, one of four weather regimes identified over the North Atlantic
region during summer

e AR: Atlantic Ridge, one of four weather regimes identified over the North Atlantic
region during summer

e C-cycle: carbon cycle, the complex flows of carbon between the different compo-
nents of the Earth system

e EA: East Atlantic pattern, a teleconnection pattern identified over the North At-
lantic region

e EOF: empirical orthogonal function, a mathematical analysis concept possible to
use for identifying spatial patterns of variability

e ERAS5: the fifth generation of reanalysis data from the European Centre for
Medium-Range Weather Forecasts

e GPP: gross primary production, the amount of CO2 sequestered by terrestrial
ecosystems through photosynthesis

e LUE: light use efficiency of plants

e NDVI: normalized difference vegetation index, an index for vegetation greenness
that gives a measure of the photosynthetically active biomass of vegetation

e NIR: near-infrared

e NAO: North Atlantic Oscillation, one of four weather regimes identified over the
North Atlantic region during winter. Also defined as a teleconnection pattern

e NPP: net primary production, the sum of plant respiration and plant net gain of
carbon

e PC: principal component, associated time series to the spatial variability pattern
of an EOF

e REOF:': rotated empirical orthogonal function

e SBL: Scandinavian Blocking, one of four weather regimes identified over the North
Atlantic region during winter

e SCA: Scandinavian pattern, a teleconnection pattern identified over the North
Atlantic region

e SLP: sea-level pressure

e SNAO: Summer North Atlantic Oscillation, one of four weather regimes identified
over the North Atlantic region during summer

e VIS: visible spectrum



2 Introduction, objective and aim

As the Earth’s climate is changing due to anthropogenic activities and as extreme weath-
ers become more common (Ciais et al. 2013; Seneviratne et al. 2012), it is important
to have a profound understanding of the processes governing the Earth system and how
these will be affected by variations of the climate. The global carbon cycle (C-cycle), and
by extension the terrestrial C-cycle, control processes such as atmospheric composition
and vegetation activity, thus affecting the complex flows of carbon between the different
components of the Earth system. As the amount of COs increases in the atmosphere
due to anthropogenic forcing, the carbon fluxes will be affected (Ciais et al. 2013; NASA
2011). In general, climate variability impacts the terrestrial C-cycle, thus creating com-
plex feedback loops. Because of these complexities there are still knowledge-gaps of the

coupling between the C-cycle and climate variability (Messori et al. 2019; Piao et al.
2019).

Plants and soil micro-organisms within the terrestrial biosphere intuitively benefit from
higher temperatures, larger insolation and greater water availability (Chapin et al. 2011).
However, water availability and solar radiation are often negatively correlated as more
precipitation typically corresponds to a more extensive cloud cover. Moreover, the limit-
ing resources for productivity are highly variable on Earth (Churkina & Running 1998;
Nemani et al. 2003). As the activity of the terrestrial C-cycle is problematic to measure,
it has often been estimated through surface greenness (Myneni et al. 1997).

The interactions of the C-cycle and climate have been investigated for single variables,
e.g. precipitation, as well as for entire climate modes of variability. However, the cor-
relation between such climate modes in the North Atlantic region and the C-cycle has
been found to vary between studies (Messori et al. 2019). Hence, in order to gain more
understanding of the interactions between the terrestrial C-cycle and climate variability,
and to be able to make accurate predictions of future climate and well-informed man-
agement decisions, the present study aims to identify patterns of precipitation variability
and investigate their relation to the terrestrial C-cycle. The focus area of the study is
Scandinavia.

The aim of the present study is to identify robust, recurring precipitation patterns over
Scandinavia and relate these to changes in surface greenness over the region during the 34
year period of 1981 to 2014. The aim will be achieved by answering the following research
questions, where ”spring” equals the months March, April and May and ”summer” June,
July and August.

i. Which large scale spatial patterns explain the precipitation variability over Scandi-
navia in spring and summer respectively between 1981 to 20147

ii. What are the roles of spring precipitation variability in affecting summer vegetation
greenness in Scandinavia?

iii. What are the roles of summer precipitation variability in affecting summer vegeta-
tion greenness in Scandinavia?

iv. Is there a relation between the summer precipitation patterns and teleconnection
patterns in the North Atlantic region?



3 Theory

3.1 Carbon cycle

One of the major chemical elements composing the Earth is carbon and it continuously
exchanges between the different components of the Earth System: the atmosphere, the
oceans, the land, the biosphere and the lithosphere (Fig. [1)). These complex fluxes of
carbon are referred to as the C-cycle (Ciais et al. 2013). The C-cycle occurs at different
temporal and spatial scales, including processes such as the carbon exchanges through
the stomata of a leaf within seconds or the formation of permafrost during hundreds of
thousands of years (NASA 2011). Large-scale effects can thus be imposed on the climate
system due to a changed C-cycle, through changes in the features of biogeochemical or
biogeophysical processes. Such changes could be within the atmospheric composition
or land surface properties, which modulate radiative forcing and feedbacks in the Earth
system (Ciais et al. 2013; Chapin et al. 2011). Simultaneously, the variability of climate
and its extremes can highly affect the C-cycle and so the C-cycle and climate create
complex feedback loops as they impact each other (Messori et al. 2019; Reichstein et al.
2013).

Atmosphere Volcanism

Fossil fuel
emissions

Gas exchange

fram
R0-2000 yrs

Sediments

Figure 1: Simplified schematic of the global carbon cycle showing the typical turnover
time scales for carbon transfers through the major reservoirs. Figure and caption accord-
ing to Ciais et al. (2013), FAQ 6.2 Figure 1 (p. 544). Reproduced according to IPCC
copyright.

3.1.1 Terrestrial carbon cycle

The terrestrial C-cycle is a major domain of the C-cycle, where carbon is stored in veg-
etation, soil, wetland and permafrost. The carbon fluxes within the terrestrial C-cycle
encompass several important, complicated ecosystem processes at different scales, such
as decomposition, respiration and photosynthesis (Ciais et al. 2013).

At the scales of ecosystems and individual trees, the terrestrial biosphere absorbs CO9
through the photosynthesis of vegetation, during which carbon is assimilated through
the utilization of nutrients, water and photosynthetic active radiation, i.e. the specific



spectrum of radiation available for vegetation. Depending on the accessibility of these
three resources, the photosynthesis rate varies diurnally, seasonally and yearly (Chapin
et al. 2011).

The small-scale processes are of importance for changes in the C-cycle. The visible
light reaching a leaf on a plant is absorbed by the pigment chlorophyll within the leaf
cells. However, the sun’s angle, cloud cover, sunflecks and the distribution of leaf area
in the canopy can have a major impact on the availability of incident light. To adapt to
this, plants can adjust the leaf angle to retain effective photosynthesis according to the
prevailing conditions. Another important process is adjustment of the stomata, which
regulates the absorption of CO9 by diffusion into the leafs. Hence, there is an optimized
balance between the water use and available radiation or CO2 uptake in response to
changing environmental conditions. In general, vegetation has the ability to physically
adjust to the prevailing conditions to maintain an efficient photosynthesis (Chapin et al.
2011).

The productivity of vegetation, measured as the photosynthesis performed, is clearly af-
fected by variations of climate-controlled growing conditions and according to Churkina
& Running (1998) there are usually several climatic factors affecting the primary produc-
tivity of ecosystems. Gross primary production (GPP) is a common and useful metric
to reflect the carbon uptake of ecosystems, defined as the amount of CO9 sequestered by
terrestrial ecosystems through photosynthesis. Another metric is net primary production
(NPP) which is the sum of plant respiration and plant net gain of carbon. Variability of
GPP can occur due to changes in light, temperature and water- and nutrient availability
combined with the effects of soil status. Sensitivities to these factors are usually different
for vegetation types, climate and perturbations (Chapin et al. 2011).

3.1.2 Normalized difference vegetation index (NDVT)

Satellite-based measurements are efficient approaches to estimate ecosystem productivity
such as NPP or GPP (Chapin et al. 2011). Such satellite-based measurements are
often used as equivalents of primary production since other measures of productivity,
e.g. NPP and GPP, are very complex to measure at large spatial scales (Myneni et al.
1997; Agren & Andersson 2012). Such satellite-based measurements rely on the empirical
relationship between light use efficiency (LUE) and radiation reflectance (Chapin et al.
2011). The underlying mechanism is that chlorophylls are efficient at spectral absorption
in the visible spectrum (VIS) and the cellular structure of leaves causes the leaves to be
highly reflective for the near-infrared (NIR) light spectrum. Thus, vegetation is effective
at absorbing and reflecting light in different spectrums than other surfaces. Due to these
specific properties, it is possible to calculate an index for vegetation greenness, denoted
as the normalized difference vegetation index (NDVI) (Eq. [I). NDVI can provide a
quantitative measure of the spatial and temporal variability of the photosynthetically
active biomass of vegetation and has often been used as approximations of the activity
of the terrestrial C-cycle (Myneni et al. 1997; Tucker 1979).

NIR - VIS
NDVI=——— = (1)
NIR+VIS

Generally, ecosystems with high carbon uptake have a large content of chlorophyll that



absorbs the majority of incoming VIS and extensive leaf area which reflects a significant
part of NIR, leading to green vegetation and a high NDVI according to Eq. [l (Chapin
et al. 2011). Additionally, NDVI has in some cases been found to have an exponential
correlation with GPP (Wang et al. 2004). It is important to note, however, that different
species might have different cellular leaf structures causing differences in reflected NIR,
subsequently resulting in differences of NDVI. One should therefore be cautious when
comparing NDVT for considerably different ecosystems and also bear in mind the possible
contamination by the reflectance from other surface objects, e.g. background soil (Chapin
et al. 2011). The value of NDVI theoretically lies between -1.0 to 1.0, where bare soil
often ranges between -0.1 to 0.1 whereas clouds, water and snow have negative values
due to their spectral properties (Defries & Townshend 1994; Goward et al. 1985).

3.2 Climate modes of variability

The variability of climate can be measured and quantified via considerably different ap-
proaches, from separate environmental variables to entire climate modes of variability.
The latter refers to recurrent atmospheric modes of some oscillatory nature. A term used
to describe some climate modes of variability is ”teleconnection”, namely the correla-
tion between concurrent climate anomalies at remote geographical locations (Wallace &
Gutzler 1981). Patterns of variability in the atmosphere can also be defined as weather
regimes, referring to patterns in some large-scale atmospheric variable - often geopotential
height - characterized by either recurrence, persistence or quasi stationarity. Different
regimes are thus identified by certain patterns of the atmospheric variability, spatially
and temporally (Michelangeli et al. 1995). Teleconnections and weather regimes are
convenient measures of climate variability since the changes they induce in the regional
climate affect several environmental variables, so their phases provide a summary of these
variables (Messori et al. 2019). Well known teleconnections are for example the El Nifo-
Southern Oscillation (ENSO) (Rasmusson & Wallace 1983), the East Atlantic pattern
(EA) (Barnston & Livezey 1987) and the North Atlantic Oscillation (NAO) (Hurrell
1995). The phases and behaviours of teleconnections are often given as numerical in-
dices, which indicate the properties of the anomaly. The index of NAO is for example
often defined as the difference in sea-level pressure (SLP) between Lisbon in Portugal
and Stykkisholmur in Iceland (Hurrell 1995).

3.2.1 North Atlantic weather regimes and teleconnections

The climate in the North Atlantic region naturally possesses a high variability (Fabiano
et al. 2020). However, the spatial patterns identified as corresponding to the majority of
the atmospheric variability vary depending on the method used for identifying them. The
two common methods cluster analysis and empirical orthogonal function (EOF) analysis
often produce slightly different answers. The different answers are notable when compar-
ing the results of e.g. Barnston & Livezey (1987) or Wibig (1999) with Hurrell & Deser
(2010) or Vautard (1990). The rotated EOF (REOF) approach of Barnston & Livezey
(1987) and Wibig (1999) identifies nine and five weather regime patterns over Europe
respectively, while four patterns are identified by Hurrell & Deser (2010) and Vautard
(1990) through their cluster approach.

Through the clustering approach, four distinctive patterns have been identified on 500



hPa and 700 hPa geopotential heights during winter over the North Atlantic and Europe,
namely the positive phase of the NAO, the negative phase of the NAO, the Scandinavian
Blocking (SBL) and the Atlantic Ridge (AR), as described below (Fig. [2]) (Cassou 2008;
Fabiano et al. 2020; Hurrell & Deser 2010; Vautard 1990). Fil & Dubus (2005) validated
that these four weather regimes best represents the state of atmospheric pressure and its
variability in winter through both cluster- and EOF analysis.

sow 60w 30w 0 30E 60E
(a) Positive phase of North Atlantic Os- (b) Negative phase of North Atlantic Os-
cillation. cillation.
90N 4
oon LT
30N
T 0 E 60E sow 6w 30w 0 E 60E
(c) Winter Scandinavian Blocking. (d) Winter Atlantic Ridge.

Figure 2: Weather regimes in winter over the North Atlantic sector in 1949 to 2001. The
regimes are defined through cluster analysis of average mean sea level pressure during
December, January and February (Cassou et al. 2004). (C) American Meteorological
Society. Used with permission.

The NAO is strongest during winter and
is characterized by a SLP dipole, where
the positive (negative) phase has a low
(high) pressure anomaly center over Ice-
land and a high (low) pressure anomaly
center over the Azores (Cassou 2008; Hur- M v
rell & Deser 2010). The characteristics of 120W  60W 0 60E  120E 180
the SBL are strong blocking anticyclonic
ridges over Scandinavia, hence this pat-
tern is sometimes named solely ” Blocking”
(Fabiano et al. 2020; Hurrell & Deser 2010;
Vautard 1990). SBL is sometimes named
the Scandinavian pattern (SCA) (Fig. [3),
a different name for a very similar atmo-
spheric pattern (Cassou et al. 2004; Wang
& Tang 2020, Wibig 1999). The AR pattern is recognized by anticyclonic ridges and

Figure 3: The pattern of SCA during
December, January and February defined
through REOF analysis of the mean 300 hPa
geopotential height over Eurasia (Wang &
Tan 2020). (©) American Meteorological
Society. Used with permission.



high pressure anomalies, occurring approximately in the middle of the North Atlantic
(Fabiano et al. 2020; Fil & Dubus 2005; Hurrell & Deser 2010). The AR-pattern has
been found to bear a strong resemblance to the EA (Fig. H]), a pattern characterized
by a dipole of pressure anomaly centers outside the European coast covering the North
Atlantic from west to east (Barnston & Livezey 1987; Hurrell & Deser 2010; Moore et al.
2013; Wallace & Gutzler 1981).

(a) Positive phase of the East (b) Positive phase of the East
Atlantic pattern in January. Atlantic pattern in July.

Figure 4: Positive phases of the East Atlantic pattern during January and July. Ob-
tained from NOAA National Weather Service Climate Prediction Center (2005).

The weather regimes are still present and recurrent during summer, however not as persis-
tently as during winter. An early study at 700 hPa geopotential height concluded through
EOF analysis that five weather regimes could be identified over the North Atlantic region
in summer which all bore resemblance to the winter weather regimes (Mukougawa & Sato
1999). In more recent studies, four patterns at 500 hPa geopotential height have been
found and validated for summer over the North Atlantic region through cluster analysis
(Fig. , namely the positive and negative phases of the NAO named the Summer North
Atlantic Oscillation (SNAO), the Atlantic Low (AL) and the AR (Cassou et al. 2005;
Folland et al. 2009; Guemas et al. 2010). The negative phase of the SNAO occurs as
a dipole located between Greenland and northern Europe, the same pattern as during
wintertime but with a smaller coverage and shifted centres, hence placed more northerly.
AL has the clear characteristics of a deep trough over a vast area of the North Atlantic
Ocean, in combination with much weaker pressure anomalies to the northwest covering
Europe. A strong, anticyclonic anomaly over western Europe distinguishes the AR along
with a low pressure anomaly to the northeast, extending from Scandinavia to Greenland
(Cassou et al. 2005; Guemas et al. 2010). Moreover, Cassou et al. (2005) found that the
summertime AL and AR patterns display resembling features to the teleconnection pat-
tern EA. During the shoulder seasons, i.e. spring and autumn, very little work has been
carried out regarding which weather regimes and teleconnections characterises these sea-
sons due to the patterns not being well defined during spring and autumn (Atmospheric
flow Analogues for Climate Change n.d.).
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Figure 5: Weather regimes in summer over North Atlantic and Europe in 1950 to 2003.
The regimes are defined through cluster analysis at 500 hPa geopotential height (Cassou
et al. 2005). (© American Meteorological Society. Used with permission.

3.2.2 Precipitation in Europe

The modes of atmospheric variability over the North Atlantic have profound impact on
several weather variables in Europe. For instance, according to Hurrell & Deser (2010),
the index of the NAO ”imply information about temperature, storms and precipitation,
cloudiness, hydrographic characteristics, mixed-layer depths, and circulation patterns in
the ocean”.

The weather regimes and teleconnections in the North Atlantic sector thus influence
precipitation over Europe and Wibig (1999) found through REOF analysis that during
winter in Europe the NAO correlates strongly with precipitation over the British Isles,
Scandinavia, Finland, France, Germany and Denmark. During time periods when NAO
has a strong, positive phase, the region where the maximum moisture transport occurs
changes and reaches further north, extending to Scandinavia (Hurrell 1995). Positive
phases of the NAO thus leads to increased precipitation during winter over northern
Europe with the strongest correlations for southern Finland and southwestern Norway
(Uvo 2003; Zveryaev 2004). Wibig (1999) found that SCA correlates to unusually low
precipitation over northern to northeastern Europe and unusually high precipitation in
the Mediterranean and over Iceland. This is in agreement with the results of Jaagus
(2009) who stated that positive (negative) phase of SCA gives decreased (increased) pre-
cipitation over the Scandes and Lapland. Additionally, Zveryaev (2004) found that the
second leading mode of precipitation variability during winter in Europe resembles the
EA. The EA was furthermore found to positively correlate with precipitation in northern
and southern Europe and negatively over western Europe (Wibig 1999).



During summer the SNAO has been identified to affect precipitation over the British
Isles, France, large parts of southern Europe and Scandinavia (Boé et al. 2009; Folland
et al. 2009). Additionally, Zveryaev (2004) found that the northeastern part of Scan-
dinavia receives increased precipitation when the SNAO is in a positive phase. AL has
an impact on the precipitation over western Europe, causing dry conditions over western
Europe and southern Scandinavia, while the AR affects northern and southern Europe
causing wetter than normal circumstances (Boé et al. 2009).

In Europe, the precipitation is additionally considerably affected by the orography. A
positive correlation has been noted between late winter precipitation and the NAO, which
is especially notable over southern Norway and northern Sweden where a strong gradient
lies. The occurrence of the strong precipitation gradients over these relatively small areas
can be explained by the mountain ranges on the western side of the Scandinavian inland
and the lee-effect they induce (Gouveia et al. 2008). Additionally, Uvo (2003) found
that when focusing on Scandinavia, the leeward side of the Scandes show an opposite
precipitation variability in contrast to the rest of the region. Thus, these mountains have
an important role in preventing the moist winds induced by the positive NAO to reach
the leeward side (Uvo 2003). Furthermore, both Jaagus (2009) and Uvo (2003) reach the
conclusion that the precipitation on the leeward side of the Scandes is likely dependent
on easterly winds carrying moisture from the Baltic Sea, and in contrast the precipita-
tion over Norway and southern Finland is likely dependent on the positive NAO-induced
westerly winds that bring moisture from the Atlantic. Hence, during winter, the source
for precipitation along the Norwegian coast is the combined effect of the positive NAO-
induced Atlantic winds and orographic lifting while precipitation in eastern Scandinavia
and central Sweden is less influenced by the NAO because of the Scandes (Jaagus 2009;
Uvo 2003).

3.3 Terrestrial carbon cycle and climate variability

Although it has high variability in between years, the terrestrial C-cycle in Europe is
regarded as a net sink for carbon (Smith et al. 2020). Impacts on the C-cycle due to
climate or weather extremes can, according to Frank et al. (2015), be divided into four
categories consisting of the four possible combinations of two dimensions: direct and
indirect, concurrent and lagged. The first two terms refer to how the impact emerges.
Direct impacts are immediately caused by the extreme climatic event, but only if the
limit for climatic stress is exceeded. On the contrary, an indirect impact would be when
a climate extreme causes the ecosystem to become more susceptible to forcing. When
the impact thereafter occurs, its forcing was not included in the climate extreme. The
two remaining terms refer to when in time the impact occurs in relation to the climate
extreme, where concurrent impacts appear concurrently to the climate extreme. A lagged
impact is instead when the response of the ecosystem endures longer than the duration of
the climate extreme, or when the response from the ecosystem appears some time after
the climate extreme (Frank et al. 2015).

Photosynthetic activity and net carbon acquisition of vegetation vary diurnally, season-
ally and annually during which the limiting resources also differs (Chapin et al. 2011).
Through biogeochemical modelling of the importance of climatic controls for annual NPP



it has been shown, by Churkina & Running (1998), that in higher latitudes temperature
has the largest influence. In middle latitudes, the combination of temperature and radi-
ation or temperature and water availability was found to control the annual NPP. Water
availability is the sole climatic control which limits annual NPP in lower latitudes (Churk-
ina & Running 1998). A similar result was obtained by Nemani et al. (2003) who explored
monthly climate statistics to calculate the contributions of the climate constraints radia-
tion, temperature and precipitation of the global vegetation as NPP. The study concluded
that water limitation mainly occurs in the subtropics, whereas temperature limitation is
found in the northern regions and radiation limitation is observed in the tropics. Hence,
vegetation growth is radiation limited in most of Europe except the northern parts where
it is limited by both radiation and temperature (Nemani et al. 2003).

When averaged globally, von Buttlar et al. (2018) observed that GPP decreases notice-
ably during events of water limitation. Ecosystem respiration was also found to decrease
during these events causing the effect on the net carbon balance to remain relatively
unchanged. Larger effects were notable when extreme drought and heat events coincided
which caused a strong decrease in both GPP and the net carbon balance. The concurrent
events of drought and heat extremes was additionally shown by von Buttlar et al. (2018)
to have the largest negative impact on the net carbon balance. Furthermore, it has been
shown that the most significant impact on GPP is the duration of the extreme climatic
event, where longer duration causes more severe effects. However, it is also important
to note that there are some differences between different biomes. An example is boreal
ecosystems, where a strong increase of GPP was observed during events of extreme heat
in contrast to much smaller changes of GPP for other ecosystems (von Buttlar et al. 2018).

The responses of C-cycle and primary production have been studied during extreme
events of drought and heat. An example is the European heat wave of 2003. During the
summer of 2003, negative anomalies of primary production were detected (Reichstein et
al. 2007). According to Reichstein et al. (2007), the anomaly was mainly the effect of
water limitation. During summer 2018 another drought event hit Europe, which caused
the vegetation productivity to decrease in northwestern Europe, including parts of Scan-
dinavia. The decrease in productivity was found to be related to a lower precipitation
and higher temperatures. Through modelling, it was determined that what affected the
reduction of GPP most was low soil moisture (Smith et al. 2020).

3.3.1 Terrestrial carbon cycle and North Atlantic teleconnections

Since vegetation and the C-cycle are highly affected by climate variability and extreme
climatic events, the conclusion can be drawn that the teleconnections should have an
impact on the terrestrial C-cycle. When investigating the correlation between NDVI in
spring and indices for nine teleconnection patterns on the Northern hemisphere (namely
the Southern Oscillation, the NAO, the Arctic Oscillation, the Pacific-North American
pattern, the Eurasian pattern, the West Pacific pattern, the West Atlantic pattern, the
EA pattern and the North Pacific index), 71 % of the variability of GPP could be ex-
plained by them (Gong & Ho 2003).

Focusing especially on the North Atlantic and Europe, the wintertime NAO has a clear
impact on vegetation greenness in spring as well as in summer. For northern Furope a
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positive (negative) NAO index during winter has been found to promote high (low) NDVI
in spring, but low (high) NDVI in summer. The induced response of the vegetation green-
ness is a lagged impact caused by the NAO due to its effect on winter temperature and
precipitation, hence providing vegetation with warmer temperatures and better water
availability (Gouveia et al. 2008). For vast areas in Scandinavia, Li et al. (2016) found
similar results in form of a positive correlation between springtime vegetation and win-
tertime NAO, which was most pronounced in southern Scandinavia. Thus, Gouveia et
al. (2008) and Li et al. (2016) found that the winter NAO can cause a lagged effect on
springtime vegetation by affecting the temperature, creating more or less favourable con-
ditions for spring phenology. On the other hand, the SCA in its positive phase wintertime
brings large masses of cold air over major parts of Europe, including Scandinavia. This
causes a decline in springtime NDVI which shows that the SCA, like the NAO, can have
a lagged impact on springtime vegetation by affecting temperature (Gonsamo et al. 2016).

When considering the EA together with the NAO, the variability of the carbon sink
in Europe can be even better understood. During negative phases of both EA and NAO,
the net biome production increases the most, indicating a large uptake and thus an in-
creased carbon sink. The meteorological variables causing this differ across the continent,
since GPP is not showing a dependence of soil water in summer in Scandinavia in con-
trast to the rest of Europe. The anti-phases of EA and NAO cause different responses
of the primary production. When EA has a negative phase and NAO a positive phase,
a reduction in the carbon sink can be noted in all of Europe except for western Russia.
This combination of phases produces a decreased biome production due to the combined
decreases in both photosynthesis and respiration. The opposite combination of phases
however is characterized by an increase of the carbon sink since photosynthesis increases
in spring, but due to an additional increase of respiration during summer the increased
carbon sink is not very strong (Bastos et al. 2016).

3.4 Empirical orthogonal functions (EOF's)

An EOF is a mathematical analysis concept which has been applied within atmospheric-
and climate sciences since the 1940’s. The practical aim of EOF analysis is, in the words
of Hannachi et al. (2007), "finding a new set of variables that capture most of the ob-
served variance from the data through linear combinations of the original variables”. The
application of EOF analysis on atmospheric and climate data has provided scientists with
the ability to reduce the number of variables of an original data set, thus making it easier
to handle while not losing nor affecting the variability of the data (Hannachi et al. 2007).

The EOF analysis fulfills the constraint of orthogonality in the spatial and temporal
dimensions which has been identified as problematic for the physical interpretation of the
results since physical modes rarely are orthogonal. Therefore, the technique of REOFs
was developed. As the name indicates, it is a method where the EOFs are rotated with
the purpose of easing the strict constraints of EOF's, mainly orthogonality. Additionally,
the aim is to create more simple structures and making it possible to make physical in-
terpretations of the obtained patterns (Hannachi 2004).

During the early years of the application to climate science, the EOF technique was used
for prediction and smoothing purposes. During more recent years its application has been
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extended to finding particular climate modes of variability (Hannachi et al. 2007). The
teleconnections discussed in section emerge as the leading EOFs of monthly SLP in
the study by Fil & Dubus (2005) and of daily anomalies of SLP for Boé et al. (2007).
Also, Moore et al. (2013) found the mentioned weather regimes as the leading EOFs of
SLP in their study.

The following derivation of an EOF analysis is mainly based on Hannachi (2004) and
G. Messori (personal communication, April, 2021). Climate data is often given as a
three-dimensional data set that can be described as a field F; j x (Eq. . This field is a
function of time #; where i = 1, ..., n, latitude 6; where j = 1, .., p1 and longitude ¢; where

k=1,..,po.

E,j,k = F(tia 0], ¢k) (2)

The data set to which an EOF analysis is to be applied consist of anomalies, i.e. data
for which the climatology has been subtracted from each value. The field containing
anomaly data is denoted F ’J Given the three-dimensional anomaly field F [ o the first
step of an EOF analysis is to concatenate the two dimensions containing latltudes and
longitudes, creating one single spatial dimension (Fig. @
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Figure 6: Schematic of the concatenation of the two spatial dimensions containing
latitudes and longitudes (6}, ¢x) for a two-dimensional matrix.

The new spatial dimension is denoted s;, where [ = 1,.., p1 * po. Consequently, the
anomaly field F . s decomposed into a field of two dimensions, a data matrix denoted

Eq.

’
Fijx

— W, =Wi(t,s1) (3)
Next, the covariance matrix X of W/, is calculated (Eq. . The covariance matrix ),
contains one value per pair of latltude longitude grid points which gives a measure of how
those grid points co-vary at every time step #;.
1 1T yx77

X= ;Wi,l Wi (4)
As stated above, the purpose of performing EOF analysis is to identify linear combinations
of all latitude-longitude grid points that explain the maximum variance of the original
data set. Mathematically, this is equal to finding the direction vector a (Eq. . This
vector has the property of maximizing the variance of the data set when it is multiplied
with the matrix W/, (Eq. @

a=(ay,....ap)" (5)
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W/,a — maximum variability (6)

The maximum variance of the data set is found by first defining the variance of the
multiplied matrices W/,a (Eq. @

1 B 1 _ N
var(W},a) = ;llWi’JaHQ = E(Wl.(la)T(vaa) =a'Ya (7)

By requiring the direction vector @ to be unitary, the final term of Eq. [{] maximized can
be defined as Eq.

max(a £a), st. a a=1 (8)
a

The constrained maximum problem (Eq. is solved as an eigenvalue problem (Eq. E[),
where a contains the eigenvectors and A the eigenvalues of the covariance matrix X.

Ya=Aa (9)
By solving the eigenvalue problem a number of p eigenvalues and eigenvectors are found,
i.e. as many as the size of the spatial dimension. By arranging the found eigenvectors in
decreasing order, the EOFs of the data set are the identified eigenvectors. In other words,
the m:th eigenvector a,, of the covariance matrix X is the m:th EOF, where m =1, ..., p.
The explained variances are the identified eigenvalues extracted as the diagonal elements.
In other words, the m:th eigenvalue 4,, provides a measure of how much of the variance
is explained by the associated m:th EOF. The measure of explained variance can be
rewritten as the percentage of variance explained (Eq. .

100 = 4,,
an:l /lm
The full set of EOFs and eigenvalues together account for 100 % of the variance of the
original data set. However, not every individual EOF and eigenvalue provide insight or
are separate from the neighboring EOF's and eigenvalues. The number of EOF's to select
for analysis can be determined by applying North’s rule of thumb (North et al. 1982)
which states: ”...if the sampling error of a particular eigenvalue A[6 ~ 2(2/n)/?] is com-
parable to or larger than the spacing between A and a neighboring eigenvalue, then the
sampling errors for the EOF associated with the A are comparable to the size of the neigh-
boring EOF”, where n is the degrees of freedom of the data set. This essentially means
that the eigenvalues which lie within the confidence interval of a neighboring eigenvalue
cannot be differentiated from the neighbor (North et al. 1982).

percentage variance explained =

(10)

By reshaping the eigenvectors a,, (Eq. , spatial patterns A,,(6;, ¢x) are obtained.
These spatial patterns show the variability patterns of each EOF.

am, — Am(gj, dr) (11)
By then projecting the data set W/, onto the EOFs (Eq. , associated time series called
principal components (PCs), ¢y, are produced. To each EOF there is a corresponding

PC.
p
cn(t) = ) W (t, 5)an(s) (12)
s=1
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At each time step, a PC can be interpreted as a measure of how similar the anomaly data
is to the spatial pattern of the corresponding EOF.

4 Methods

All data processing performed in the present study was done via MATLAB, unless stated
otherwise. Versions R2018b and R2021a of MATLAB were used. Additionally, the MAT-
LAB toolbox NCTOOLBOX (Schlining et al. 2013) was utilized for aggregation of the
NDVI data, described in section |4.2.1}

4.1 Precipitation
4.1.1 Data

The precipitation data analysed in the present
study was obtained from the fifth generation of re-
analysis data (ERA5) from the European Centre
for Medium-Range Weather Forecasts (ECMWEF).
Reanalysis climate data is generated when global
climate models are constrained with meteorological
observations, thus producing numerical reconstruc-
tions of the climate and weather of the past. The re-
analysis data includes estimated values of different
atmospheric and surface parameters. ERAS pro-
vides data from 1979 to today at an hourly tempo-
ral resolution and a 0.25° latitude x 0.25° longitude
horizontal resolution (Hersbach et al. 2020). The
precipitation data was downloaded within the geo-
graphical domain of Scandinavia, here bounded by
latitudes 54.3° to 71.6° and longitudes 3.8° to 24.5°
(Fig. @ for each month between March to August
for each year between 1981 to 2014. The time pe- Figure 7: Geographical domain
riod was chosen to match the available NDVI data. jofined as Scandinavia, bounded by
Thereafter, the cumulative precipitation for each 1atitudes 54.3° to 71.6° and longi-
day at every latitude and longitude was summed. {;des 3.8° to 24.5°.

Based on these daily values, the cumulative precip-

itation for each month was summed. The monthly

cumulative sums in March, April and May are from here on referred to as "monthly
accumulated spring precipitation” and the monthly cumulative sums in June, July and
August as "monthly accumulated summer precipitation”.

The following method was applied to both the monthly accumulated spring precipita-
tion and the monthly accumulated summer precipitation. For simplicity, the method
below is however described using the general term "monthly accumulated precipitation”
which thus includes the accumulated precipitation in both spring and summer. The grid-
ded data of monthly accumulated precipitation has the structure of a three-dimensional
field (Eq. . Because the spatial resolution of the data had a grid format of latitude x
longitude and the Earth is spherical, 1° longitude becomes smaller with increasing lati-
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tude. Consequently, the data points are more densely distributed when approaching the
poles. To account for this, area weighting was performed on F; j x (Eq. by weighting,
for each latitude, all longitudes and time steps with the square root of cosine of the asso-
ciated latitude (Hannachi 2004). This yielded the weighted field 15, j.k, composed of the
data set of monthly accumulated precipitation.

Fijk = FijxyJcos(6)) (13)

Next, the climatology of monthly accumulated precipitation was calculated for each
month during the period 1981 to 2014 by calculating the average accumulated precipita-
tion during the time period for each month. Then, anomalies of the monthly accumulated
precipitation were calculated for each monthly value of the accumulated precipitation by
removing the climatology of the month in question, thus producing a weighted anomaly
field. The anomalies of the monthly accumulated precipitation are from here on named
"monthly spring precipitation anomalies” and ”"monthly summer precipitation anoma-
lies”.

Finally, yearly precipitation anomalies were obtained for spring and summer separately.
As the monthly spring precipitation anomalies were averaged, the average accumulated
precipitation anomalies of March, April and May were produced for each year. These
are henceforth referred to as "spring precipitation anomalies”. The monthly summer
precipitation anomalies were likewise averaged, producing the average accumulated pre-
cipitation anomalies of June, July and August for each year. From here on these are
referred to as ”"summer precipitation anomalies”.

Additionally, a Mann-Kendall trend test was applied to the mean yearly accumulated
precipitation based on March, April and May and June, July and August separately us-
ing RStudio. The magnitude of the trends were decided by applying Sen’s Slope which
provided a measure of the increase or decrease in mm/spring month or mm/summer
month.

4.1.2 EOF analysis

An EOF analysis was applied on the spring precipitation anomalies and the summer pre-
cipitation anomalies separately. Hence, the following procedure applies to both of the
individual data sets. Initially, the two dimensions containing latitudes and longitudes
were concatenated, creating one single spatial dimension of combined latitudes and lon-
gitudes (Eq. . Next, the covariance matrix of the concatenated anomaly data set was
defined (Eq. [4). From the covariance matrix, the EOFs and the eigenvalues were ob-
tained.

Following, the number of EOFs to keep and analyse was determined by applying North’s
rule of thumb (North et al. 1982). As many EOFs as the size of the spatial dimen-
sion were obtained, but the EOF's that explain most of the variability and are separate
from their neighbors are among the first few EOFs. Therefore, the first ten eigenvalues
were plotted with their sampling errors (Fig. EL Fig. . By analysing the first ten
EOFs the limit where the EOF's became indistinct from their neighbors was assumed to
be included. However, the degrees of freedom used was the number of grid points; an
overestimation that made the choice of distinct EOF's overly stringent. Because of thus,
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a strict application of North’s rule of thumb would have excluded all EOFs. However,
since the degrees of freedom were overestimated, a somewhat more loose interpretation
of the rule was applied. Such an interpretation meant the overlap between the sampling
error and the percentage of variance explained was considered, as opposed to an overlap
between sampling errors.

The concatenated precipitation anomalies were then projected onto the selected EOFs,
producing the corresponding PCs. The PCs were standardized by dividing each of the
PCs by the standard deviation of the PC in question.

4.2 NDVI
4.2.1 Data

The NDVI data analysed in the present study, originally from satellite data by NASA,
came from the recently published study by Wu et al. (2021). The data had a biweekly
temporal resolution and a 0.5° latitude x 0.5° longitude spatial resolution. Initially, the
grid points constrained by the latitudes 54.3° to 71.6° and longitudes 3.8° to 24.5° (Fig.
@ were extracted for all 12 months between 1981 to 2014. All NDVI values equal to or
lower than 0.1 were removed, i.e. set as "NaN”  to exclude non-vegetation surfaces such
as bare soil, rocks and snow. Thereafter, monthly averages were calculated. The value for
each time point was the maximum composite during a biweekly retrieval period. Hence,
the average for a month was calculated based on the values for the 16th of the month in
question and the 1st of the successive month. During leap years, the data was available
for the 1st, 16th and 29th of February, causing the other months to have data points
either the 15th and 30th or the 15th and 31st. Therefore, during leap years, the average
for January was based on the 16th of January and the 1st of February, the average for
February was based on the 16th and 29th of February, the average for March was based
on the 15th and 30th of March and so on.

Seasonal trends of increasing NDVI in the Northern Hemisphere have been observed
(e.g. Eastman et al. 2013; Zhou et al. 2001) and due to this the data was detrended by
calculating the average NDVI each year and then, for every month, subtracting the yearly
average associated to that month. Next, data in June, July and August was extracted
from each year and the average NDVI each year during these months was calculated.
Then, the climatology of the monthly detrended NDVI was calculated for each month
during the time period by calculating the average detrended NDVI during the time period
for each month. From each detrended monthly average, the climatology of the month
in question was removed, thus producing detrended monthly average NDVI anomalies.
From these values June, July and August were extracted from each year. These detrended
monthly average NDVI anomalies in June, July and August respectively are henceforth
called "monthly NDVI anomalies”. Lastly, detrended yearly average NDVI anomalies
were obtained through the averaging of the detrended monthly average NDVI anomalies
in June, July and August each year. These values are hereafter referred to as "NDVI
anomalies”.

Because of the effect of lagged soil memory, the data set of monthly NDVI anomalies had

a risk of confounding and mixing the signals from the vegetation and the climate (M. Wu,
personal communication, April, 2021). By instead calculating yearly NDVI anomalies,
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the interannual variability was extracted as the seasonal signals were excluded. However,
much fewer data points were available compared to the monthly NDVI anomalies. By
calculating both monthly and yearly NDVI anomalies, the results of the yearly NDVI
anomalies could be evaluated in relation to the results of the monthly NDVI anomalies
so any large differences which might be due to the size of the data set were possible to
detect.

4.2.2 NDVI analysis

The following analysis was separately applied to the results from the EOF analysis of
spring precipitation anomalies and summer precipitation anomalies. Anomalous events
in the PCs of precipitation anomalies were identified for which the relationship between
the precipitation anomalies and the NDVI anomalies was to be analysed. From each PC
a total of ten years were chosen, equivalent to the five largest and the five lowest values,
hence the ten years with the most anomalous precipitation events were analysed (Fig.
Fig. . The choice to investigate five anomaly years of each sign was arbitrary as
the conditions for the selected number was that too few years would not yield any sig-
nificant results, while too many years would not represent anomalous events. The mean
NDVI anomalies during the positive anomaly years was calculated for each PC, as well
as for the negative anomaly years. Additionally the difference of the mean NDVI anoma-
lies between the positive and the negative PC anomaly years was calculated for each PC.
Thus, three two-dimensional matrices of mean NDVI anomalies were created for each PC.

The statistical significance of the mean NDVI
anomalies was evaluated through Monte Carlo sim-
ulations. Two sets of five years between 1981 to
2014 were randomly chosen, the same number of
years as was chosen from the PCs in total. For each
of the two sets, the average of the NDVI anoma-
lies was calculated, and after calculating the dif-
ference between the two sets, the mean of this dif-
ference was additionally calculated. The procedure
was repeated 1000 times and afterwards the one-
tailed 10 % significance test was performed. This
significance level was chosen to ensure signals would
emerge while still being strict enough to draw con-
clusions from. For the five positive and the five neg-
ative years originally identified in the PCs, the mean
NDVI anomalies that were lower (higher) than the
10th (90th) percentile of the simulated values were Figure 8: Geographical domain
identified. The significant values of mean NDVI of the present study divided into
anomalies of the difference between the five posi- three regions. The white square
tive and the five negative PC anomaly years were is named "southern Scandinavia”,
also identified by finding the values lower (higher) the black shape ”central- and north-
than the 10th (90th) percentile of the simulated eastern Sweden” and the dark grey
difference between the two sets of NDVI anoma- shape ”Norway”.

lies.
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Regional means were additionally calculated for the difference in mean NDVI anoma-
lies between positive and negative PC anomaly years. Scandinavia was divided into
regions based on the updated climate classifications originally constructed by Koéppen
and Geiger (Kottek et al. 2006). This resulted in three regions representing roughly
three different climate classifications - southern Scandinavia (region one), central- and
northeastern Sweden (region two) and Norway (region three) (Fig. [§)). As different plant
species can cause variations in NDVI, comparisons between different ecosystems should
be done cautiously (Chapin et al. 2011). By calculating regional averages for regions
based on climate classifications this potential issue was minimized. To account for the
spherical shape of the Earth, the difference in mean NDVI anomalies between positive
and negative PC anomaly years were, at each latitude, area-weighted by the cosine of
the latitude in question, i.e. at each latitude 6; multiplied with cos(6;). The differ-
ence of mean NDVI anomalies were additionally normalized by the average cosine of the
latitude. Then, averages were calculated for each region. The statistical significance of
the regional means was evaluated through Monte Carlo simulations. Following the same
Monte Carlo simulation procedure as described above, regional means were calculated
1000 times followed by the performance of a one sided 10 % significance test.

4.3 Teleconnection patterns

4.3.1 Indices

Numerical values of teleconnection indices were obtained from the National Weather
Service Climate Prediction Center (NOAA National Weather Service Climate Prediction
Center 2012). The indices had a monthly temporal resolution and had been calculated
through the application of REOFs (NOAA National Weather Service Climate Prediction
Center 2012). Initially, data was extracted for the time period 1981 to 2014. Then, the
data of June, July and August was extracted from the time period. Next, the indices were
converted from monthly values to yearly averages based solely on the values during June,
July and August. The teleconnections NAO, EA and SCA were selected and analysed
due to their relevance and availability. Since the indices were only investigated during
summer, the NAO index used is henceforth called the "SNAO index”.

4.3.2 Teleconnection analysis

The analysis of the relation between the precipitation anomalies and North Atlantic
teleconnections was solely performed for the summer precipitation anomalies. Initially,
time series of the teleconnection indices were created for the SNAO, EA and SCA sepa-
rately. Additionally, for each time series, the five years of positive anomalies and the five
years of negative anomalies identified from each PC were marked. The relation between
the obtained PCs and the teleconnection index time series was analysed and for each
combination of an individual PC and an individual teleconnection index, the Pearson
correlation coefficient R was calculated as well as the p-value evaluating the significance
of R. Thus, the precipitation and NDVI data were assumed to be normally distributed. R
was deemed statistically significant if p < 0.05 since it was the default significance level.
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5 Results

The results from the analyses based on monthly spring precipitation anomalies, monthly
summer precipitation anomalies and monthly NDVI anomalies are presented in Appendix

A3 to [A 10l

5.1 Spring precipitation
5.1.1 EOF analysis

Based on the first ten eigenvalues and their sampling errors, the number of EOFs se-
lected for analysis of the spring precipitation anomalies was determined (Fig. E[) The
upper limit of the sampling error of the second eigenvalue is below the percent of variance
explained by the first eigenvalue. Therefore, these eigenvalues and thus their correspond-
ing EOFs are assumed to be separate. However, the upper limit of the sampling error
of the third eigenvalue is very close to the percent of variance explained by the second
eigenvalue. Additionally, the upper limit of the sampling error of the fourth eigenvalue
is clearly larger than the percent of variance explained by the third eigenvalue. There
is thus a possibility that the third eigenvalue is mixed with either the second or fourth
eigenvalue. Therefore, the third eigenvalue is provisionally included in the analysis while
being aware of it likely being degenerate. The remaining eigenvalues, following the third
eigenvalue, are excluded since they are not deemed to be separate.
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Figure 9: The percent of variance explained by the first ten eigenvalues of mean yearly
spring precipitation anomalies, with the associated sampling errors.

The patterns given by the first three EOFs, based on spring precipitation anomalies,
explains 45.9 %, 19.4 % and 8.20 % respectively of the variance (Fig. [10). EOF1 has
coherent precipitation variability along the entire Norwegian coast, with strong anomaly
centers in the middle and the southern parts. The rest of the Scandinavian inland has
very weak weight for EOF1. EOF2 has opposite precipitation variability between the
upper Norwegian coast and the rest of the Scandinavian inland, while EOF3 has opposite
precipitation variability between the southern tip of Norway and the rest of Scandinavia.
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(a) EOF1 (explains 45.9 %). (b) EOF2 (explains 19.4 %).

a
OQ /\f
- -0.05

(c) EOF3 (explains 8.20 %).

Figure 10: Spatial patterns of the first three empirical orthogonal functions (EOF's)
chosen for analysis. The spatial patterns show the variability of mean yearly spring
precipitation anomalies, based on cumulative precipitation in March, April and May in
Scandinavia 1981 to 2014. The colorbar shows the precipitation anomalies in mm/spring
month.

For each of the EOF's, there is an associated time series. In these PCs, the five most pos-
itive and the five most negative years are marked, i.e. the years where the corresponding
spatial pattern is most alike the spring precipitation anomalies (Fig. .
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Figure 11: Standardized principal components (PCs) corresponding to the first three
empirical orthogonal functions (EOFs) of mean yearly spring precipitation anomalies.
The mean anomalies are based on cumulative precipitation in March, April and May in
Scandinavia 1981 to 2014. For each PC the five largest and the five lowest values are
marked, showing years of anomalous precipitation variability.
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The precipitation during March, April and May did not reveal any statistically significant
trends in any land area (Fig. [12)).
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Figure 12: Trends of yearly mean accumulated precipitation during March, April and
May (spring). Statistically significant trends at the 95 % level are encircled by black
lines.

5.1.2 NDVI analysis

Per PC, the mean NDVI anomalies during years of positive PC anomalies, of negative
PC anomalies and of the difference between positive and negative PC anomaly years are
presented. An attempt at analysing the mean NDVI anomalies corresponding to PC3
was made, but since these figures did not provide any coherent regions of statistically
significant anomalies, they are not discussed further. The resulting figures from PC3 are

shown in Appendix

During both the positive and the negative anomaly years of PC1, few statistically sig-
nificant areas of mean NDVI anomalies are found (Fig. . There are mainly two large
statistically significant areas during the positive anomaly years, occurring in eastern
Sweden and northern Scandinavia. The negative anomaly years shows some statistically
significant areas in the central inland and northeastern Swedish coast. These areas mainly
coincide with negative mean NDVI anomalies. The areas of statistical significance are
also few for the difference in mean NDVI anomalies between positive and negative PC1
anomaly years (Fig. . Some are found in the central inland, while some occur in the
middle of the Norwegian coast, but there is not an apparent pattern noticeable among
these.

22



1-0.02

A I -0.04 _ v I -0.04
-0.06 -0.06

(a) Mean yearly summer NDVI anomalies (b) Mean yearly summer NDVT anomalies
during positive PC1 anomaly years. during negative PC1 anomaly years.

(c) The difference in mean yearly summer
NDVT anomalies between positive and neg-
ative PC1 anomaly years.

Figure 13: Mean yearly summer NDVI anomalies during anomaly years of the first
principal component (PC1) of yearly accumulated precipitation anomalies in March, April
and May in Scandinavia 1981 to 2014. Statistically significant anomalies at the 90 % level
are encircled by black lines. The NDVI anomalies are based on yearly averages of NDVI
in June, July and August in Scandinavia 1981 to 2014.

The statistically significant areas of the positive anomaly years of PC2 seem to predomi-
nantly include positive mean NDVI anomalies and mainly occur in southern Scandinavia
(Fig. . For the negative anomaly years of PC2 the statistically significant areas have
a clear pattern since the majority lie on a band following the mountainous regions (Fig.
14]). These are of negative mean NDVI anomalies although there are a few statistically
significant areas in southern Scandinavia coinciding with positive mean NDVI anoma-
lies. For the difference in mean NDVI anomalies between positive and negative PC2
anomaly years, the areas of statistical significance have a similar pattern as for the nega-
tive anomaly years - on a band along the mountainous areas (Fig. . These are mainly
positive mean NDVI anomalies. When comparing these results to the spatial pattern of
EOF2, the line of significant areas for the difference in mean NDVI anomalies lies on the
negative precipitation anomalies, almost on the border between the different signs (Fig.
10f). This is also true for the statistically significant areas of negative mean NDVI anoma-
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lies occurring during negative PC2 anomaly years. The statistically significant areas of
positive mean NDVI anomalies of positive PC2 anomaly years corresponds to positive
precipitation anomalies in southern Scandinavia (Fig. .
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(a) Mean yearly summer NDVI anomalies (b) Mean yearly summer NDVI anomalies
during positive PC2 anomaly years. during negative PC2 anomaly years.
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(c) The difference in mean yearly summer
NDVT anomalies between positive and neg-
ative PC2 anomaly years.

Figure 14: Mean yearly summer NDVI anomalies during anomaly years of the second
principal component (PC2) of monthly accumulated precipitation anomalies in March,
April and May in Scandinavia 1981 to 2014. Statistically significant anomalies at the 90
% level are encircled by black lines. The NDVI anomalies are based on yearly averages
of NDVI in June, July and August in Scandinavia 1981 to 2014.

Two of three regional averages of the difference in mean NDVI anomalies between pos-
itive and negative anomaly years of PC1 are negative, however none of the three are
statistically significant (Table . The same is true for PC2 for which two of three re-
gional averages of the difference in mean NDVI anomalies between positive and negative

anomaly years are negative and neither one of the regional averages are statistically sig-
nificant (Table [1)).
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Table 1: Regional average of the difference in mean yearly summer NDVI anomalies
between positive and negative anomaly years for each principal component (PC). None
of the anomalies are statistically significant at the 90 % level.

Mean yearly summer NDVI anomaly
PC1 PC2
Southern Scandinavia -0.0075 -0.00068
Central- and northeastern Sweden -0.0022 -0.00035
Norway 0.0021 0.015

5.2 Summer precipitation
5.2.1 EOF analysis

The number of EOFs selected for analysis of the summer precipitation anomalies are
decided by observing the first ten eigenvalues and their sampling errors (Fig. . The
eigenvalues have the same configuration as the ones based on the spring precipitation
anomalies, so the same motivation applies and the first three eigenvalues are included
in the analysis while being aware that the third eigenvalue likely is degenerate. The
remaining eigenvalues, following the third eigenvalue, are excluded since they are not
deemed to be separate.
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Figure 15: The percent of variance explained by the first ten eigenvalues of mean yearly
summer precipitation anomalies, with the associated sampling errors.

The patterns given by the first three EOF's, based on summer precipitation anomalies,
explains 39.5 %, 17.4 % and 8.59 % respectively of the variance (Fig. [16). EOF1 has
an opposite precipitation variability along the upper Norwegian coast and the rest of
the Scandinavian inland. The second EOF has a large area of coherent precipitation
variability along the entire Norwegian coast and northern Scandinavia, and weak EOF
weight in southern Scandinavia. EOF3 has an opposite precipitation variability in central
and eastern Scandinavia and southern and northern Scandinavia.
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(a) EOF1 (explains 39.5 %). (b) EOF2 (explains 17.4 %).
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(c) EOF3 (explains 8.59 %).

Figure 16: Spatial patterns of the first three empirical orthogonal functions (EOFs)
chosen for analysis. The spatial patterns show the variability of mean yearly summer
precipitation anomalies, based on cumulative precipitation in June, July and August in
Scandinavia 1981 to 2014.

For each of the EOF's, there is an associated time series. In these PCs, the five most pos-
itive and the five most negative years are marked, i.e. the years where the corresponding
spatial pattern is most alike the spring precipitation anomalies (Fig. .
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Figure 17: Standardized principal components (PCs) corresponding to the first three
empirical orthogonal functions (EOFs) of mean yearly summer precipitation anomalies.
The mean anomalies are based on the cumulative precipitation in June, July and August
in Scandinavia 1981 to 2014. For each PC the five largest and the five lowest values are
marked, showing years of anomalous precipitation variability.
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The precipitation during June, July and August have statistically significant, positive
trends in southern Scandinavia with a magnitude of three to four mm/summer month

(Fig. [18).

Figure 18: Trends of yearly mean accumulated precipitation during June, July and
August (summer). Statistically significant trends at the 95 % level are encircled by black
lines.

5.2.2 NDVI analysis

Per PC, the mean NDVTI anomalies corresponding to the years of positive PC anomalies,
of negative PC anomalies and of the difference between positive and negative PC anomaly
years are presented. An attempt at analysing the mean NDVI anomalies corresponding to
the anomaly years of PC3 was made; however they did not provide any coherent regions
of statistically significant anomalies or meaningful information. Due to this, the results
of PC3 were not analysed further and the resulting figures from PC3 are to be found in

Appendix

The statistically significant areas of the mean NDVI anomalies are few during the positive
anomaly years of PC1 (Fig. . However, the statistically significant areas correspond-
ing to the negative anomaly years of PC1 have a more extensive coverage, which is also
true for the difference between these from which a clearer signal emerges (Fig. .
For the negative PC1 anomalies, the statistically significant mean NDVI anomalies are
predominantly negative and mainly occur in central and northeastern Scandinavia. By
comparison to the spatial pattern of EOF1 (Fig. , the three large southernmost statis-
tically significant areas of negative PC1 anomaly years coincide with the positive summer
precipitation anomalies which cover the entire Scandinavian inland. A cluster of large
statistically significant areas are found in northeastern Scandinavia for the negative PC1
anomaly years, coinciding with weak positive summer precipitation anomalies. Regarding
the difference between the positive and negative PC1 anomaly years, most of the statis-
tically significant areas are of positive mean NDVI anomalies and lie along the Swedish
east coast, thus coinciding with positive precipitation anomalies in EOF1.
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(a) Mean yearly summer NDVI anomalies (b) Mean yearly summer NDVI anomalies
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Figure 19: Mean yearly summer NDVI anomalies during anomaly years of the first
principal component (PC1) of monthly accumulated precipitation anomalies in June,
July and August in Scandinavia 1981 to 2014. Statistically significant anomalies at the
90 % level are encircled by black lines. The NDVI anomalies are based on yearly averages
of NDVI in June, July and August in Scandinavia 1981 to 2014.

Through observation of the mean NDVI anomalies of PC2 anomaly years, it is evident
that there are several areas of statistical significance for both the negative PC2 anomalies
and for the difference between the positive and negative PC2 anomalies (Fig. . The
positive PC2 anomalies mainly correspond to positive statistically significant mean NDVI
anomalies and these are scattered on the Norwegian coast (Fig. . The negative PC2
anomalies primarily give negative statistically significant mean NDVI anomalies in central
Scandinavia. For the difference, the significant areas occur similarly to the areas given by
the negative PC2 anomalies, which is the central Scandinavian inland. These statistically
significant areas occur at positive mean NDVI anomalies. The few statistically significant
areas of positive mean NDVI anomalies during positive PC2 anomaly years coincide
with the area of large negative summer precipitation anomalies in EOF2 (Fig. .
When comparing the statistically significant mean NDVI anomalies for the negative PC2
anomaly years and the difference between the positive and negative PC2 anomalies with
EOF2, they coincide with both the areas of positive and negative summer precipitation
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anomalies. The statistically significant areas in southern Norway and Sweden lie where
EOF2 has weak positive summer precipitation anomalies, while the statistically significant
areas in the central inland occur at negative summer precipitation anomalies in EOF2.

(a) Mean yearly summer NDVI anomalies (b) Mean yearly summer NDVI anomalies
during positive PC2 anomaly years. during negative PC2 anomaly years.

(¢) The difference in mean yearly summer
NDVI anomalies between positive and neg-
ative PC2 anomaly years.

Figure 20: Mean yearly summer NDVI anomalies during anomaly years of the second
principal component (PC2) of monthly accumulated precipitation anomalies in June, July
and August in Scandinavia 1981 to 2014. Statistically significant anomalies at the 90 %
level are encircled by black lines. The NDVI anomalies are based on yearly averages of
NDVI in June, July and August in Scandinavia 1981 to 2014.

The difference in mean NDVI anomalies between positive and negative PC anomaly years
produced solely positive regional averages for the anomaly years of both PC1 and PC2
(Table . Additionally, during anomaly years of PC1 and PC2 the regional averages in
central- and northeastern Sweden as well as in Norway are significant.
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Table 2: Regional average of the difference in mean yearly summer NDVI anomalies
between positive and negative anomaly years for each principal component (PC). Statis-
tically significant values are marked with * at the 90 % level.

Mean yearly summer NDVI anomaly
PC1 PC2
Southern Scandinavia 0.0091 0.0068
Central- and northeastern Sweden 0.017* 0.022*
Norway 0.019* 0.023*

5.2.3 Teleconnection analysis

The averages of the SNAO index during positive and negative PC1 anomaly years lie
symmetrically on both sides of the zero line (Fig. and a relation between the SNAO
index and PC1 is confirmed by the Pearson test (Table [3). The SNAO index and PC1
have a strong negative relation which is the strongest among the combinations of tele-
connection indices and PCs. However, there is not a relation between the SNAO and PC2.

During the anomaly years of PC1, the average EA index is placed symmetrically around
zero for the positive and the negative anomaly years (Fig. . According to the corre-
lation test there is also a statistically significant relation between PC1 and the EA index
(Table [3). However, R is lower than R for the relation between PC1 and SNAO which
indicates that the relation between PC1 and EA is not as strong. The average values of
the EA index are just above zero for both the positive and negative years of PC2, but
there is not a significant relation between the EA index and PC2 (Fig. 21} Table[3). The
average SCA index, for both positive and negative anomaly years of PC1, is very close
to zero (Fig. , and there is no statistically significant correlation between these two
variables (Table [3). However, according to the correlation test, there is a statistically
significant relation between PC2 and the SCA index with R of the same size as for PC1
and EA (Table |3)).
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Table 3: The correlation between the yearly average index, solely based on June, July
and August, of the Summer North Atlantic Oscillation (SNAO), the East Atlantic pattern
(EA) and the Scandinavian pattern (SCA) 1981 to 2014 and each principal component
(PC). Statistically significant values at the 95 % level are marked with *.

Teleconnection index R
SNAO -0.78%*
PC1 EA 0.44*
SCA -0.22
SNAO -0.021
PC2 EA 0.13
SCA 0.45%*
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Figure 21: The yearly average index, solely based on June, July and August, of the
Summer North Atlantic Oscillation (SNAO), the East Atlantic pattern (EA) and the
Scandinavian pattern (SCA) 1981 to 2014. The positive and the negative anomaly years of
the first principal component (PC1) (left column) and of the second principal component
(PC2) (right column) are marked. Additionally, the average value of the index during the
positive and the negative years respectively is marked, to indicate if there is a tendency
to a certain configuration of the teleconnection patterns during the years of anomalous

precipitation.
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6 Discussion

6.1 Data

The precipitation data and the NDVI data analysed in the present study are of different
spatial resolutions, where the resolution of the precipitation is four times higher than
that of the NDVI. If performing point to point correlation or analyses of much smaller
scales, the different spatial resolutions would have been an issue. However, since the aim
was to analyse large scale spatial patterns and make qualitative analyses, the different
spatial resolutions of the precipitation data and NDVI data were not an issue.

Initially, it was assumed that the precipitation data did not have a trend during 1981
to 2014 and hence it was not detrended during the data processing. Whether a trend
was present was however investigated later. Since no statistically significant trends were
revealed for the precipitation during March, April and May it does not have an impact
on the results based on this data (Fig. . Statistically significant trends were however
found for the precipitation during June, July and August and because the construction
of EOF's uses data from the entire region, there is a possibility these trends have affected
the EOF's of summer precipitation anomalies (Fig. . Hence, the results of the summer
precipitation have to be interpreted with some caution.

6.2 EOF analysis
6.2.1 Method

During the application of North’s rule of thumb it was not clear for neither the spring pre-
cipitation anomalies or the summer precipitation anomalies whether the third eigenvalue
was distinct from the second and fourth eigenvalues (sections , . The figures of
mean NDVTI anomalies during anomaly years of PC3, of both spring precipitation anoma-
lies and summer precipitation anomalies, were however excluded from the analyses since
they did not provide any meaningful information. This could be an indication that the
third eigenvalues were not distinct from the second and fourth eigenvalues, which would
mean that only the first and second eigenvalues gave independent physical patterns. This
is furthermore indicated by the amount of variance explained by the EOFs since EOF3
of both spring precipitation anomalies and summer precipitation anomalies explains less
than 10 % of the variability.

6.2.2 Spatial patterns

The large scale spatial patterns explaining 73.5 % of the precipitation variability in spring
and 65,5 % of the precipitation variability in summer were identified for the time period
between 1981 to 2014 (Fig. [10] Fig. [16).

The spatial pattern of the first EOF based on spring precipitation anomalies shows coher-
ent, negative anomalies of precipitation along the entire Norwegian coast (Fig. . Since
the area of anomalous precipitation seems to cover the entire Scandes and the area on the
leeward side of these mountains barely show any anomalous precipitation (Fig. , this
spatial pattern might reflect the results of Uvo (2003), who found that the Scandes are
blocking moist Atlantic winds from reaching the Scandinavian inland. Such a prevention
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could then be an explanation for the strong precipitation anomalies over the Scandes
while weaker anomalies occur over the rest of Scandinavia in EOF1.

The second EOF based on spring precipitation anomalies is very similar to EOF1 based
on summer precipitation anomalies (Fig. , Fig. . The pattern show opposite vari-
ations of spring precipitation anomalies along the upper Norwegian coast and over the
rest of Scandinavia. This might again be a reflection of the results of Uvo (2003).

Regarding EOF2 based on summer precipitation anomalies, the strong influence the Scan-
des impose on the Scandinavian precipitation is likely also an explanation for this spatial
pattern. The area covers the entire mountain range of the Scandes and so also this spatial

pattern seems connected to the blocking of moist Atlantic winds the Scandes exerts (Uvo
2003).

Even though EOF2 of spring precipitation anomalies is similar to EOF1 of summer pre-
cipitation anomalies, it is expected that the precipitation variability during spring and
summer are different due to the findings of Zveryaev (2006). The reason why the two pat-
terns are nearly identical might be explained through the different geographical domains,
since the present study focuses solely on the precipitation variability in Scandinavia while
Zveryaev (2006) investigated precipitation variability over Europe.

6.2.3 Comparison of temporal resolutions

The EOF's constructed from yearly spring precipitation anomalies roughly have the same
patterns as the ones constructed from monthly spring precipitation anomalies (Fig.
Appendix . The differences occur in the strength of the anomalies and how much of
the variability the EOF's explain, not in the spatial patterns’ configurations. .

The EOFs of yearly summer precipitation anomalies have very similar spatial patterns as
the EOF's constructed from monthly summer precipitation anomalies (Fig. Appendix
. Some differences are possible to detect, although mainly regarding the strength
of the anomalies. Additionally, the spatial patterns of EOF2 has some differences in
the extent of coherent variations. These differences are however minor and the patterns
principally show similar variations.

A theory for why these smaller differences occur is that there are variations of smaller
scale that the yearly precipitation anomalies do not capture since they are averages.
The conclusion is drawn that the EOFs of spring precipitation anomalies and summer
precipitation anomalies capture roughly the same variability regardless of the temporal
resolution of the accumulated precipitation anomalies.

6.3 NDVI analysis
6.3.1 The first principal component

The anomaly years of PC1 based on spring precipitation anomalies did not yield many
statistically significant areas of mean NDVI anomalies (Fig. . Since EOF1 explains
the largest part of the variability of spring precipitation the sparse areas of significant
mean NDVI anomalies indicate that spring precipitation modulates very little of summer
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vegetation greenness. Additionally, the few statistically significant areas found coincide
with areas of low EOF weight, an indication that these are likely due to random variabil-
ity. As neither of the regional averages of the difference in mean NDVI anomalies between
positive and negative anomaly years of PC1 are statistically significant, the weak impor-
tance of spring precipitation is further confirmed. However, the difference in mean NDVI
anomalies between positive and negative PC1 anomaly years shows a few statistically
significant areas of mean NDVI anomalies on the Norwegian coast. These areas overlap
with a center of strong negative spring precipitation anomalies in EOF1 (Fig. . The
difference in mean NDVTI anomalies between positive and negative anomaly years essen-
tially shows the difference between unusually dry and wet years. Thus, this area in the
middle of the Norwegian coast seems to experience higher productivity during unusually
dry springs. This might be due to the fact that vegetation in the Northern Hemisphere
mainly is temperature- and radiation limited (Churkina & Runninge 1998; Nemani et al.
2003). Since precipitation often occur during cloud coverage, less radiation might reach
the ground when there is excessive precipitation. Thus, there is a possibility that the
positive NDVI anomalies occurring during dry springs for PC1 are due to less cloud cov-
erage and more insolation when unusually little precipitation falls, so the limiting growth
factor in these areas probably is solar radiation.

The negative anomaly years of PC1 based on summer precipitation anomalies corre-
spond to several statistically significant areas of negative mean NDVI anomalies (Fig.
19). These negative anomaly years imply a variability of summer precipitation of oppo-
site sign configuration than presented for EOF1 (Fig. . Thus, when the precipitation
anomalies in southern and northeastern Scandinavia are of a negative character, statisti-
cally significant negative NDVI anomalies occur in central and northeastern Scandinavia.
Additionally, the large statistically significant areas of positive NDVI anomalies of the dif-
ference between positive and negative anomaly years of PC1 in central and northeastern
Scandinavia implies that the vegetation there has higher productivity during unusually
wet summers and thus has a higher carbon uptake (Chapin et al. 2011). Since EOF1
explains the largest part of the variability of summer precipitation the conclusion can
be drawn that for summer vegetation in central and northeastern Scandinavia, summer
precipitation seems to be of importance. The conclusion is fortified by the regional av-
erages as it is implied that during excessively wet years there are positive statistically
significant mean NDVI anomalies. The implication of positive NDVI anomalies during
excessive summer precipitation is in accordance with the findings of Smith et al. (2020).
The study concluded that during the drought event in Europe the summer 2018, the veg-
etation productivity decreased in parts of Scandinavia due to less precipitation and low
soil moisture. However, both the results of Churkina & Running (1998) and Nemani et
al. (2003) show that vegetation in the Northern Hemisphere is predominantly dependent
on temperature and radiation, not water availability. The slightly contradicting results
may be explained through the different methods as both Churkina & Running (1998) and
Nemani et al. (2003) uses modelling approaches whereas the present study investigates
actual measurements. The modelling studies might thus capture the predominant signals
and dependencies, while the present study indicates that for some smaller areas in Scan-
dinavia summer precipitation is of importance. Additionally, the differences might be
due to the present study investigating anomalous years while both Churkina & Running
(1998) and Nemani et al. (2003) investigated the annual, overall variability.

36



6.3.2 The second principal component

The negative anomaly years of PC2 based on spring precipitation anomalies yielded some
statistically significant areas of mean NDVI anomalies along the Norwegian coast (Fig.
. When compared to the spatial pattern of EOF2, the statistically significant areas of
PC2 seem to be located on the negative precipitation anomalies, almost along the border
between the different signs (Fig. . That the statistically significant areas coincide with
low EOF2 weight is likely an indication of random variability. Additionally, observation
of the difference in mean NDVI anomalies between positive and negative years of PC2
implies that the vegetation along the Norwegian coast has a higher productivity when
comparing wet and dry springs. Hence, spring precipitation anomalies along the Norwe-
gian coast does not seem to modulate the vegetation productivity during summer but it is
instead affected by other variables. As stated earlier, vegetation growth in the Northern
Hemisphere is predominantly limited by temperature and radiation (Churkina & Running
1998; Nemani et al. 2003). Since precipitation often occur during cloud coverage, less
radiation might reach the ground when there is excessive precipitation. Thus, there is a
possibility that the positive NDVI anomalies occurring during dry springs for PC2 are
due to less cloud coverage and more insolation when unusually little precipitation falls.
A different theory is that the vegetation in the mountainous areas is not dependent on
spring precipitation due to the release of water during snowmelt. According to a study
by Loffler (2005) of a small catchment in the mountainous region of central Norway, the
snowmelt in a low-alpine belt occurred as late as in June, but as the altitude increased
the snow persisted even further into the summer. However, it was found that during
snowmelt the ground was too frozen for the water to penetrate, causing most of the melt-
water to run past the mountain catchment as surface runoff (LofHler 2005). Hence, the
meltwater reaches the vegetation outside the mountainous areas and infiltrate the ground
there, providing plenty of soil moisture so the water provided through spring precipitation
becomes superfluous.

The anomaly years of PC2 based on summer precipitation anomalies yielded some sta-
tistically significant areas of mean NDVI anomalies during both positive and negative
anomaly years (Fig. . A comparison with EOF2 tells that statistically significant
positive NDVI anomalies occur during strong negative summer precipitation anomalies
(Fig. . It is fortified by the regional average in Norway during PC2 anomaly years
which is statistically significant positive during dry years in comparison to wet years.
As previously reasoned, this might be because less precipitation often coincides with less
cloud coverage and thus more insolation. Therefore, the positive NDVI anomalies during
positive PC2 anomaly years could be because of more access to radiation. The statisti-
cally significant areas during negative PC2 anomaly years and for the difference between
positive and negative anomaly years essentially indicate the same signals. The former
shows that negative mean NDVI anomalies in southern and central Scandinavia coincide
with EOF2 having weak positive summer precipitation anomalies and the latter shows
that during unusually dry years positive NDVI anomalies have occurred in southern and
central Scandinavia. The coinciding of negative (positive) NDVI anomalies during posi-
tive (negative) summer precipitation anomalies might again be explained through more
insolation if there is less precipitation as described above. Additionally, Bastos et al.
(2016) concluded that GPP does not show a dependence on soil water during summer in
Scandinavia, which is in agreement with these results. Thus, the summer precipitation
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anomalies during PC2 anomaly years does not seem to have such a strong impact on the
summer vegetation greenness.

6.3.3 Comparison of temporal resolutions

When comparing the monthly mean NDVI anomalies during PC anomaly months with
the yearly mean NDVI anomalies during PC anomaly years for both the spring- and
summer data sets, differences can be observed (Fig. Fig. , Appendix
A1} (A2 [A.6] [A.10). Generally, it is notable that there are vast areas of zero monthly
mean NDVI anomalies during PC anomaly months, primarily along the Norwegian coast.
These zero monthly mean NDVI anomalies are not as present in the yearly mean NDVI
anomalies. Additionally, some areas nearly have the opposite signs between the monthly
mean NDVI anomalies and the yearly mean NDVI anomalies, e.g. the yearly mean
NDVI anomalies during negative PC2 anomaly years of spring precipitation anomalies
and the monthly mean NDVI anomalies during negative PC2 anomaly months of spring
precipitation anomalies (Fig. Appendix . However, there seems to be a larger
occurrence of statistically significant yearly mean NDVI anomalies during PC anomaly
years than during PC anomaly months. Because not as strong signals are produced for the
monthly mean NDVI anomalies, a hypothesis for the different results due to the different
temporal resolutions is that the seasonal- and interannual variability is mixed for the
mean monthly NDVI anomalies and this is why there are much less areas of statistically
significance for these means.

6.4 Teleconnection analysis

The teleconnection analysis was only performed for the summer precipitation and not for
the spring precipitation. The present study initially focused on summer precipitation in
Scandinavia, its potential relation with summer vegetation in the same area and through
this whether a connection could be found to the dominant weather regimes. Thus, the
present study did not include spring precipitation in the beginning and so the summer
precipitation was of more importance. Additionally, when spring precipitation was in-
cluded in the present study, the teleconnection analysis was not performed with spring
precipitation because of the limited time.

Due to the time constraint of the present study, it was not investigated whether the
data were normally distributed or not and it was therefore assumed to be so in order
to apply Pearson’s correlation test. Since the distributions of the data were not known,
Pearson’s correlation test might not be an appropriate choice which could affect the
resulting found correlations.

6.4.1 The first principal component

Both SNAO and EA are found to have statistically significant correlations to PC1 where
SNAO has the strongest correlation of the investigated combinations (Table . The R
indicates that when the SNAO is in its negative phase, the sign configuration shown
of the spatial pattern of EOF1 is similar to the precipitation variability, i.e. negative
precipitation anomalies along the Norwegian coast and positive precipitation anomalies
in southern Scandinavia and the entire inland (Fig. [L6)). The relation is expected since
negative phases of the SNAO have been found to provide wet conditions in northern
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Europe (Boé et al. 2009; Folland et al. 2009). Additionally, the small area along the
northern Norwegian coast of opposite sign to the precipitation variability in southern
and western Scandinavia might reflect the results of Zveryaev (2004) which states that
northeastern Scandinavia receives more precipitation during positive phases of the SNAO.

The conclusion is drawn that there is a relation between the summer precipitation pat-
terns and the SNAQO. The negative correlation between SNAO and PC1 is further related
to the NDVT analysis as negative mean NDVI anomalies seem to occur when EOF1 has a
sign configuration opposite to the one shown of the spatial pattern. Thus, the conclusion
is drawn that a positive SNAO coincides with decreased summer vegetation greenness in
the central Scandinavian inland.

The correlation between PC1 and the EA index is not as strong as for PC1 and the
SNAO index. The correlation indicates that positive anomaly years occur mainly dur-
ing positive EA phases and vice versa (Fig. . According to the findings of Boé et
al. (2007), the AR affects the summer precipitation in northern Europe as it provides
wetter conditions than normal. Since the EA has a strong resemblance to the AR (Hur-
rell & Deser 2010; Moore et al. 2013), the above-mentioned influence of the AR can
be assumed to resemble the influence that the EA has on precipitation in the same re-
gion. The assumption is somewhat confirmed as Wibig (1999) found that the EA has a
positive correlation with precipitation in northern Europe, however during winter. The
positive correlation found in the present study between PC1 and the EA index indicates
that the positive phase of the EA matches the positive configuration of EOF1, and both
of these patterns correspond to wetter conditions in the majority of Scandinavia (Fig. .

Since the EA has a positive correlation with PC1, the results from the NDVI analy-
sis can be interpreted as during negative EA phases, the opposite sign configuration than
shown of EOF1 resembles the variability of summer precipitation anomalies. Thus, neg-
ative EA phases coincides with decreased summer vegetation greenness in the central
Scandinavian inland. The conclusion drawn from this is that the EA has a relation to the
summer precipitation patterns which implies it has an effect on the summer vegetation
greenness in the central Scandinavian inland.

6.4.2 The second principal component

The anomaly years of PC2 do not show any clear correlation with either the SNAO or EA
index (Table [3). However, there is a statistically significant positive correlation between
the SCA index and PC2 so during positive phases of the SCA, the summer precipitation
anomalies are negative along the Norwegian coast and northern Scandinavia. This is
somewhat concordant with the results of Jaagus (2009), who found that during winter
the positive phase of SCA causes decreased precipitation over the Scandes, over which
the anomaly center occurs for EOF2.

The positive correlation between PC2 and SCA means that there is a relation between the
summer precipitation pattern of EOF2 and the SCA. For summer vegetation greenness
this implies that during positive phases of the SCA, there is a negative summer precip-
itation variability which coincides with positive summer vegetation greenness along the
Scandes.
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7 Conclusions and future perspectives

The large scale spatial patterns which explain the precipitation variability over Scandi-
navia between 1981 to 2014 have been identified for both precipitation anomalies during
spring and during summer. Based on these patterns, the conclusion can be drawn that
the Scandes seem to be of importance for the precipitation variability in this region. This
is based on the fact that these mountainous areas are clearly visible in the spatial patterns
which constitute the bulk of the variability. It can also be concluded that there are simi-
larities between the spatial patterns of precipitation variability during spring and summer.

With regard to the spring precipitation variability and how it affects summer vegeta-
tion greenness, it seems to have very little impact and thus not have such a strong,
lagged connection to the terrestrial C-cycle. The summer precipitation variability on the
other hand is indicated to modulate some of the summer vegetation greenness in central-
and northeastern Scandinavia. However, indications of several negative relations between
precipitation variability and summer vegetation greenness are also detected which implies
that other variables such as radiation or temperature are of more importance.

Statistically significant correlations are found between a large portion of the patterns of
summer precipitation variability and the SNAO and EA teleconnection patterns. Thus,
the SNAO and EA affect summer precipitation variability which implies they have an
impact on the summer vegetation greenness. A correlation was also found between SCA
and a smaller portion of the patterns of summer precipitation variability.

Future improvements of the study would first and foremost be to perform the same
study again but detrend the precipitation data to avoid the trend affecting the results.
The analyses would also be improved by investigating the distributions of the summer
precipitation and the teleconnection indices, to ensure a suitable correlation test is ap-
plied. Another improvement would be to use the method of REOFs instead of EOFs to
make direct physical interpretations possible. The study could furthermore be developed
by making point correlations between the precipitation anomalies and the summer vege-
tation greenness. This would give numerical values and significance of the relations, thus
providing more certain results of the roles of spring and summer precipitation variability.
It would additionally be interesting to analyse the relation between spring precipitation
variability and spring vegetation greenness since it could provide further insight of even-
tual lagged effects and how the signals of spring vegetation extends into summer. To
obtain even more information regarding the relation between the precipitation variability
and teleconnections, an analysis of the relation between precipitation variability and SLP
might provide more insight since the teleconnections are commonly defined through SLP.
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A Appendix

A.1 Results from analysis of the third EOF based on yearly
spring precipitation anomalies
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(a) Mean yearly summer NDVI anomalies (b) Mean yearly summer NDVI anomalies
during positive PC3 anomaly years. during negative PC3 anomaly years.

-0.04

-0.06

(c) The difference in mean yearly summer
NDVT anomalies between positive and neg-
ative PC3 anomaly years.

Figure I: Mean yearly summer NDVI anomalies during anomaly years of the third
principal component (PC3) of yearly accumulated precipitation anomalies in March, April
and May in Scandinavia 1981 to 2014. Statistically significant anomalies at the 90 % level
are encircled by black lines. The NDVI anomalies are based on yearly averages of NDVI
in June, July and August in Scandinavia 1981 to 2014.
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Table I: Regional average of the difference in mean yearly summer NDVI anomalies
between positive and negative anomaly years for the third principal component. Statis-
tically significant values are marked with * at the 90 % level.

Mean yearly summer NDVI anomaly
Southern Scandinavia 0.0057
Central- and northeastern Sweden 0.022%*
Norway 0.023*

A.2 Results from analysis of the third EOF based on yearly
summer precipitation anomalies
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(a) Mean yearly summer NDVI anomalies (b) Mean yearly summer NDVI anomalies
during positive PC3 anomaly years. during negative PC3 anomaly years.
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(c) The difference in mean yearly summer
NDVI anomalies of positive and negative
PC3 anomaly years.

Figure II: Mean yearly summer NDVI anomalies during anomaly years of the third
principal component (PC3) of yearly accumulated precipitation anomalies in June, July
and August in Scandinavia 1981 to 2014. Statistically significant anomalies at the 90 %
level are encircled by black lines. The NDVI anomalies are based on yearly averages of
NDVI in June, July and August in Scandinavia 1981 to 2014.
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Table II: Regional average of the difference in mean yearly summer NDVI anomalies
between positive and negative anomaly years for the third principal component. None of
the anomalies are statistically significant at the 90 % level.

Mean yearly summer NDVI anomaly

Southern Scandinavia -0.00043
Central- and northeastern Sweden -0.0028
Norway 0.0084

Table III: The correlation between the yearly average index, solely based on June,
July and August, of the Summer North Atlantic Oscillation (SNAO), the East Atlantic
pattern (EA) and the Scandinavian pattern (SCA) 1981 to 2014 and the third principal
component (PC3). None of the anomalies are statistically significant at the 95 % level.

Teleconnection index R-value

PC3

SNAO 0.081
EA 0.23
SCA 0.23
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(b) EA index with PC3 anomaly years marked.
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(c) SCA index with PC3 anomaly years marked.

Figure III: The yearly average index, solely based on June, July and August, of the
Summer North Atlantic Oscillation (SNAO), the East Atlantic pattern (EA) and the
Scandinavian pattern (SCA) 1981 to 2014. The positive and the negative anomaly years
of the third principal component (PC3) are marked. Additionally, the average value of the
index during the positive an the negative years respectively is marked, to indicate if there
is a tendency to a certain configuration of the teleconnection patterns during the years
of anomalous precipitation. The PC is based on anomalies of the yearly accumulated

precipitation in June, July and August.
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A.3 North’s rule of thumb based on monthly spring precipita-
tion anomalies
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Figure IV: The percent of variance explained by the first ten eigenvalues of mean
monthly spring precipitation anomalies, with the associated sampling errors. The three

first eigenvalues were determined to be distinct through the application of North’s rule
of thumb (North et al. 1982).
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A.4 Spatial pattern of the EOFs based on monthly spring pre-
cipitation anomalies
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Figure V: Spatial patterns of the first three empirical orthogonal functions (EOFSs)
chosen for analysis. The spatial patterns show the variability of mean monthly spring
precipitation, based on cumulative precipitation in March, April and May in Scandinavia
1981 to 2014. The colorbar shows the precipitation anomalies in mm/month.
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A.5 Principal components based on monthly spring precipita-
tion anomalies
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(c) Standardized PC3.

Figure VI: Standardized principal components (PCs) corresponding to the first three
empirical orthogonal functions (EOFs) of monthly spring precipitation anomalies. The
mean anomalies are based on the cumulative precipitation in March, April and May in
Scandinavia 1981 to 2014. The ticks of the x-axis lie on the point of March each year,
thus the two points in the graph following each x-axis tick are April and May each year.

For each PC the five largest and the five lowest values are marked, showing months of
anomalous precipitation variability.
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A.6 Monthly summer NDVI anomalies for the principal com-
ponents of monthly spring precipitation anomalies

p S 3 &
T LR
-0.04 @@ 5 v \‘_( £ W00
-0.06 -0.06
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(c) The difference in mean monthly sum-
mer NDVI anomalies between positive and
negative PC1 anomaly months.

Figure VII: Mean monthly summer NDVI anomalies during anomaly months of the first
principal component (PC1) of monthly accumulated precipitation anomalies in March,
April and May in Scandinavia 1981 to 2014. Statistically significant anomalies at the 90
% level are encircled by black lines. The NDVI anomalies are based on monthly averages
of NDVI in June, July and August respectively in Scandinavia 1981 to 2014.
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(c) The difference in mean monthly sum-
mer NDVI anomalies between positive and
negative PC2 anomaly months.

Figure VIII: Mean monthly summer NDVI anomalies during anomaly months of the
second principal component (PC2) of monthly accumulated precipitation anomalies in
March, April and May in Scandinavia 1981 to 2014. Statistically significant anomalies at
the 90 % level are encircled by black lines. The NDVI anomalies are based on monthly
averages of NDVI in June, July and August respectively in Scandinavia 1981 to 2014.
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Figure IX: Mean monthly summer NDVI anomalies during anomaly months of the third
principal component (PC3) of monthly accumulated precipitation anomalies in March,
April and May in Scandinavia 1981 to 2014. Statistically significant anomalies at the 90
% level are encircled by black lines. The NDVI anomalies are based on monthly averages
of NDVI in June, July and August respectively in Scandinavia 1981 to 2014.
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A.7 North’s rule of thumb based on monthly summer precipi-
tation anomalies
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Figure X: The percent of variance explained by the first ten eigenvalues of mean monthly
summer precipitation anomalies, with the associated sampling errors. The three first

eigenvalues were determined to be distinct through the application of North’s rule of
thumb (North et al. 1982).
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A.8 Spatial pattern of the EOFs based on monthly summer
precipitation anomalies
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Figure XI: Spatial patterns of the first three empirical orthogonal functions (EOFs)
chosen for analysis. The spatial patterns show the variability of mean monthly summer
precipitation, based on cumulative precipitation in June, July and August in Scandinavia
1981 to 2014. The colorbar shows the precipitation anomalies in mm/month.
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A.9 Principal components
tation anomalies
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Figure XII: Standardized principal components (PCs) corresponding to the first three
empirical orthogonal functions (EOFs) of monthly summer precipitation anomalies. The
mean anomalies are based on the cumulative precipitation in June, July and August in
Scandinavia 1981 to 2014. The ticks of the x-axis lie on the point of June each year, thus
the two points in the graph following each x-axis tick are July and August each year.
For each PC the five largest and the five lowest values are marked, showing months of

anomalous precipitation variability.
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A.10 Monthly summer NDVI anomalies for the principal com-
ponents of monthly summer precipitation anomalies
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(c) The difference in mean monthly sum-
mer NDVI anomalies between positive and
negative PC1 anomaly months.

Figure XIII: Mean monthly summer NDVI anomalies during anomaly months of the
first principal component (PC1) of monthly accumulated precipitation anomalies in June,
July and August in Scandinavia 1981 to 2014. Statistically significant anomalies at the 90
% level are encircled by black lines. The NDVI anomalies are based on monthly averages
of NDVI in June, July and August respectively in Scandinavia 1981 to 2014.
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(a) Mean monthly summer NDVI anoma- (b) Mean monthly summer NDVI anoma-
lies during positive PC2 anomaly months. lies during negative PC2 anomaly months.

(c) The difference in mean monthly sum-
mer NDVI anomalies between positive and
negative PC2 anomaly months.

Figure XIV: Mean monthly summer NDVI anomalies during anomaly months of the
second principal component (PC2) of monthly accumulated precipitation anomalies in
June, July and August in Scandinavia 1981 to 2014. Statistically significant anomalies at
the 90 % level are encircled by black lines. The NDVI anomalies are based on monthly
averages of NDVI in June, July and August respectively in Scandinavia 1981 to 2014
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negative PC3 anomaly months.

Figure XV: Mean monthly summer NDVI anomalies during anomaly months of the third
principal component (PC3) of monthly accumulated precipitation anomalies in June, July
and August in Scandinavia 1981 to 2014. Statistically significant anomalies at the 90 %
level are encircled by black lines. The NDVI anomalies are based on monthly averages of
NDVI in June, July and August respectively in Scandinavia 1981 to 2014
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